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Building and applying a generative dialogue system with

humorous styles
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Abstract

The purpose of this study is to build and apply a generative dialogue system with
humorous styles. Based on the corpora provided by the 2019 Chinese Emotional
Conversation Generation (CECG) evaluation task, Large-scale Cleaned Chinese
Conversation base version (LCCC-base) and flirting conversation retrieved from the
Internet, an emotional conversation system is implemented in this paper using GPT-2
and BERT. Meanwhile, the generation of response from this system is refined via
prefix-tuning. The effectiveness of this system is evaluated based on the steps as shown
below: (1) Build two dialogue systems one is trained by the corpora of CECG and
LCCC-base and fine-tuned with flirting corpus; the other is only trained by the corpora
of CECG and LCCC-base. (2) Use a customized sentence with flirting words in the
initial conversation and test this kind of conversation 50 times. (3) Evaluate whether
every conversation is coherent and fluent; meanwhile, evaluate whether the ending
dialogue of the final round is with humorous style like flirting. (4) Converse with the
system at most 3 rounds in each conversation. Following these steps, four human
annotators converse with the system. The results show that the effectiveness of the
dialogue system which is only trained by the corpora of CECG and LCCC-base is 29%,
and the effectiveness of the other which is trained by the corpora of CECG and LCCC-
base and fine-tuned with flirting corpus is 62%. The main contributions of this study
are: (1) Integrating emotions into the post string as a condition for computing
probability, without changing the way to train and apply GPT-2; (2) Applying BERT to
predict the coherence of response sentences as a basis for response ranking; (3) Fine-
tuning a language model with few-shot to change the styles of the response generated
from a dialogue system; (4) Implementing a multi-turn dialogue system with humorous

styles via prefix-tuning.
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